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S AN IMAGE 1 RANSFORM CODING ALGORIrIIM 13ASEIt ON A GENERALIZED CORRELATION MODEL*

~nt rod uction

Transform coding Is an eff ic ient technique for  compress ing coded image ar r a y s  from a hi g h number  to a
low number of bits per pixel because the transforlu concentrates the image energy in the lower index trans-
fo rm coeff icients . The developed algor ithm discussed in this paper I. within the framework of statistical,
adapt ive transform coding in that the transform coelt icients are quantized wIth a quanticer and bit allocation
based on the t ransform coeff icient variances. The term adaptive transfo rm coding is appLtc~ bte because
the transform coefficient vart~ncea (or eac h block are estimated from the transform coefficients of that
block. Recomputat ion of the t r ans fo rm coefficient variance estim~ tea for eac h block allows these variance
est imates to adapt to the statistical variations between blocks. This latter property is also found in the re-
curs ive estimation of the transform coefficient varIances as proposed by Teacher and Cox. ~~ Adaptive
image coding techniques hav e been recently surveyed by Flabibi. l~~

) The algorithm developed in this pape r
is new in the choice of model for the transform coefficient variances.

Statistical Model Theory

An image array is divided into N . N matrices called blocks. For the purpose of generat ing second-order
stat istics, the fundamental assumption made In this paper is that each block is formed by an outer product
matrix multiplication on a zero mean stattonary white n~atrtx~

X IIW G T 
Trace (lu Ill) Trace (GTG) N (1)

I
In Eq. (I). X is the N’N matrix of image data for one block . El and G are NxN scaled matrices, and W is
an N~~N stationary white matrix.

E[w (k , il) - .
~~

— E[w(k . i)w(r . s ) J 0 for k. i � r. s

In Eq. (.~ I. w(k . I) i. the k. I elen~etit of W and Et’ is the statistical expectation operator.

The model proposed here Is an extension of the model typically assumed for generating the second-order
~tat Iat ics of random vectors . i.e. • that the random vecto r is formed by a matr ix multiplication on a sta-
tiona ry white vector. The best known special case that fits the model [Eq. (I)] is that X is a block from a
two -dimensional exponentially cor related image.

- . It follow s from Eq. ~~ that, for an trbtt rary N ~ N mat r~~ Q.

E[W TQW I ELWQW T I (Trace Q)a2l (3)

where u s  the NxN identity matrix. It foLlows from Eqs. ( 11 and (3 ) that

r ,~~T .~iTrace ( EtXX /N i)  (4)

E[XX T / N~.i 1111T E[x Tx,N~
Z J acT (~ )

°Thi. work reflects research conducted under U.S. Air Fo rce Space and Missile System s Organization
(SAMSO) Contract No. FO470 l - 77 -C-0 O 7 ~ .
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The matrix ELXx T /Na~ ) reflects the row correlations in X, and the matrix ELX X/NC~ J re flects the column
corre lations in X .

The Transform Statistics

The transform of the matrix X is the NXN matrix Z:

z = uTxv ; = u
T 

, v~ v’~’ ( 6 )

In Eq. (6) . U and V are arbitrary unitary matrices and it follows that, given Z, then X UZV T. Subse-
quently. we investigate the second-order statistics of the transform coefficients z(n, 1). From (6)

z(n, 1) = uTxv (7)
—n -f

where Un is the ~
th column of 13 and is the 1th column of V.  From Eqs. (1). (3). and (7), it follows that

E[z(n, t)z( r, s)J = ~
Z(uTu~rH

Tu )(v T
GG

T
y )  (8)

Substitution of Eq. (5) into Eq. (8) gives

E(z(n, f ) z(r , 8) 1 = a Z(U TE[XX T fNo Z 1U~~(V TE(X TXIN a Z 1V ,~ (9)

What is learned from Eqs. (4) and (9) is that the two matrices E[XX TI and E[X TX] conat itute sufficient eta-
tiati~ s for the determination of the second-order statistics of the z(~. 1) transfo rm coefficients. Moreover.
if U E[XX TJU is the unitary transformation that diagonalizes E(XX L J and if V T E[X T X)V is the unitary trans -
fo rmation that diagonalizes E[XTXJ. then the transform coefficient s are uncorrelated with E[z(n, f) z ( r . 8)1 = 0
for (n,1) � (r. s). In this case , Z UTXV is the Karhunen -Loeve or Hotelling trans fo rmation for X.

From Eq. (9) it follows that the variance of the (n, 1) trans form coefficient is

~ EEz2(n. i ]  (10)

x ~~~~EX X T IN~~I9n 9~ ~~!~
‘E[X TX /Na~1!, (Ii)

What is learned from Eq. (~ 0) is that the transform coefficient variances are product separable in row and
column indexes. Since XX and xTx are positive semidefinite matrices and since U and V are unitary, it
follows that

N N
X~~~~0 . ~~~X = N  ; B~~~ 0 , E 8 = N  (12)

n n I In=i 1=1

From Eqs. ( 10) and (12). a~, X .  and can be expressed directly in terms of the E[z2(n. 1)1:

~~ E[z
2(n, 1)1/N2 ( 13)

I=ln= 1

N N
= ~~ E[z 2(n, 1)1/N a 2 

= ~~ E[z2(n, 1) 1/ Na 2 (14 )
1 1  n=i

The results of applying the rate distortion theory to random vectors (31 carry through analogously to ran-
dom matrices modeled by Eq. ( 1). If the elements of W are Gaussian, then the least number of bits per ele-
ment B required to block code X with mean square distortion 0 per element is

B 0. ~ log2(o 2
/D) - (0. 5/N)[log1(DetR 1) + iog2(DetR~~1)} (15)

~ E(XX~~/Na 2
J and ~ E[X TX/N a Z

1 (16) p

In Eq. (15), D/a ~ is assumed to be less than the product of the smallest elgenvalue of l~i times the smallest
elgenvalue of R2 with Ri and R2 restricted to be pos,~tive defiflite. The proof is discutsed below with b(k,i),
S(k, I), z(n, 1) and ~(n, 1) denoting the elements of X, X, Z and Z respectively and X = UZV T.

- 
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R ate Distortion Resul t s

The block mean square distortion is defined as DT ~~~E[(~~~.0 - b(k . j )J i .  Since U and V are unitary.
it follows that DT — 

~
_ -  Et(z(n , I) - £(n, t’~ -i. Each tran s form coefficient L(n . I) is coded with l3~ , bj t~ and de -

coded as i(n, I) with mean square distortion 0n, - E1(z(n , I )  - f(n. f ) ) 2) • Thus . DT ~~~D0 g. We next as -

sume that the elements of W in the model given in ( 1)  are Gaussian . and it fo Llows that the z(n , I)  are
Gaus sian. The minimum bit allocation ~~~ to achieve the mean square distortion Dn.f ‘

~~~, 
f~ r Gaussian

4 z( n. Il ls Bn,g 0.5 ~~~~~~ ~/Dn. g) . The total btt allocation for the block I~ 13T ~-~13n. ’ and it fo11ow~2 that

II .: 0. S�~~ log - 0. S~.~~log D (17)T 2 n,I 2

To minimize 13r for a .iven DT. we choose Do, ? to maximize ~~~log2 D0 ~~
. The solution is Do , I DT/N’~provided DT /N2 

~~ 
for all indexes. Cons idering the casL~ where this last inequality is satisfied, then

BT - 0. S~~~log 
~~
‘‘ I - 0. SN’log ,cD T /N 2

) ( 18)

Denotin~ D - DT/ N 2 as the normalized distortion, 13 = UT/N 2 as the normalized bit allocation, and sub-
stituting ~~ 

‘2
~’n~ I’ it fo llows that

I N  N
13 - : 0. 5 Log 2(a / D) ~- (0. 6/ N I l  r log ,\

~ ~ 
~~ log 

~~~ 
(19)

[ n i  ( I  J
From ( i t )  and ( I b )  the )~ are the main diagonal terms of UT RIU and the 

~~ are the main diagonal terms of
VTR2V. The term B is minimized when Il>.~ and fl8i . which are the respective products of these main
diagonals, are minimized . This occurs when Z UTXV is the Karhunen- Loeve Transform for X. Then the
Xn are the elgenvalues of R j and the e~ are the elgenvalues of R 2. It fo llows that ~_ log~~ n - log~ (RX 0 )
1og~ (Det R1) and similar ly for R2. Substitution into (19) gives

B 0.5 log 2(c~~/ D) + (0. 5/N)[log,(DetR 1
) + log,(DetR ,)) (20)

Equation (Ib) follows since DetRj t (DetR j ) 1 and similarly for R~~. Also, the restriction on D is
k0~~g for all n, I.

Description of the Algorithm

The basic structure of statistical transform coding algorithms is given in Fig. I. The original image is
a large dimensional array whose elements are each coded using B0 bits , and the images in our study have
e lements that take on integer values from 0 to - 1. The first step is to divide the image into N\ N blocks
with the choice in this study of N -

~ lb. The 16 ‘(16 block size is large enough to take advantage of the com-
pression of energy into the lowe r Index transform coefficients and small enough to permit consideration of
statist ical variations over the image. Next , the two-dimensional discrete cosine transform operation U V .
i UTXU is performed. rhe elements u(n, I) of the N XN unitary matrix U are

u(n , 1) l/.J N n=1, ,~ 
. . .N (2 1)

2 Ice 1)n(Zn — 1 ) 1  0 - 1.2 . . . Nu(n. I )  = ~ C08
1 2N j 1=2 .3 . . . N (~~Z)

The cosine transform is a popular choice becaus e of the closeness to the Karhunen - Loeve Transform for
exponentially corre lated images. (4) In this ~,tudy ~o fast Fourier Transform-type algorithm is used. The
cosine transform Z UTXU and the inverse X = uzu T are computed as wr itten — by matrix multiplication .

Unlike the assumption made in the theoretical discussion, the real image blocks X do not have zero mean.
For the two-dimensional cosine transform, only the z(1. 1) transform coefficient is biased. Using (2 1)

N N
z(1, 2 ) = ~~ b(k ,1)/N (23)

l= lk=1

where b(l~, iLls an element of X . Since each b(k, I) is an integer on 0 to - I, then Nz(1. Ills an Integer
on 0 to N (Zb O - I) that requires less than 2 log2N + B0 bits to code w ithout error. In this study. z( 1, 1) is
decoded exactly (i.e.. 2(1.1) z(1, I)) with the required number of bits included in the bit count.

In the next step, the ~2, X , and ~( transform statistics are estimated for each block using that block’ s
trans form coefficient. to rep~

’ace E[z 2(n. I)) In (13) and (14):

7
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In Eqs. 124 ) and ~2” ) , ‘( . \ ‘ . -i t , :  denote’ th, ,s ttn , . i t, -,. 0 , . etd —

~~~
. .-\1~ u. the i , t u e l ~~( t . 1) is

rep laced by ze ro . -~ 1

flit. est ate ’s ‘i the t’ l~~~k t rans  r: s t . t t t s t s;uust c ~- - ‘dcd s i : t~ .- th ,~ .er, required i’ r  ‘ ‘h ta in i r t  - the
decoded t ra n s t ’ r ! n  ~~‘ e t t  Ie nt . l e t  , \~~~. arid denote the qu i : r t i .~t-~l 

‘ ) . \~~. and 
~~~ 

respe ~- t i \ - .-(;  . Fhen
the t ransto rir i  s - ’ e t t l c l r ut  quanti.~ed ~.t.t u).ird dc - i  t it i -’ : :  is

i in . f n I

Fach ~~rt . I) uith the t - x ie pt i  ‘n t I, I) i =  no r-:n.ill. : b~ ‘n ~ 
to  ‘t ’ t .it:r t he• n ’rin.tli.~ed t r , ns orin c , , - t f i c it :rt

X )n . I) :10. 1 ( 1 .

I he it ‘rrn.ilt:c-,! t r a : i s t ’r r : :  cue 1 , - n t t I c ,  q~~~:rt i.- e.) ~~~~n c~ ~ n ( ‘ it r r : u t v  v .e r i .euc e M a x- l l u v~~~
6 1 ,iuss i,tn

qu .n t i :er_  flie ch ic, o t’  t ’ . is,d U ~1 aS iti~~,us , - c - , )  later.

l)ecoding the ‘it ~ urd r the qn.entt .-d n’ r rn .e l i : ed  t v e t s : -  r u :  c - e f f i c i e n t  v i t - ids ~ t n . I). which is multip lied
( iv 

~~~ 
to obtain the cI , ’~ ,),d I r e  s f - - i - n c ’ e t t i c i e : i t

~(n , I) 
~ 1X (n .  I) ( 2 5 )

rhe sam e 
~~~~ 

must he used In ( 2 7 )  and 2 5 ) . i~ hich is ~i hv ( - 
~~~~~ \ ‘

~ . and ~~ Inns t be quantiLed and included
in the bit s1 ream . Ft:,al lv. the u.et ri x ‘i dec - - i de ,) t rans ) -  rot c - ’eIfi ciCnts .~ I? (0 . tii is inverted to  ,ht .eiri 

—the decoded image block ~ [ Ir(’s . H:

~ 1.~~. r

t nItn~ o f the’ Trans I- run S t a t is t i c s

is :s,-d t ’ t o  rm.ili~ e :~ . I) , a c c u  ra te  quanti!in ~ 0 t he rans form s ta t i s t i c s  means that ( -

~~~ ‘;~ 
) . a id  ) a re  tea r I. It t ’1I ’~t s that the ’ t rans f r r in  st  it I st ic s should be lc’ z_ erj t hm ic  alit

~ u a n t i : e i l.  F i r  -- , the’ ‘utput c h  ic , i~~~,- c )  a re I. C. C -  . . . ç K —  I ~th,-r ,- K is t he itunrh,-r ut ~~~~~~1 he nurtib~ r of bits ri-qu l  red t c - u ! , - - ) -  
~~ I ‘~~ ‘K ant i ii- connIe-t i as overhead .  1- ,’ r - ‘ (~~ t u ’ tw c e n  t he’sinal lere t an,! La r~~.-s t output (, ‘ic, s

iN l’lli’ (c ”r /lc ’g 2C I

wh ere ix  r~ I is used her.  .is the’ c l- is es t  i,It,-~~e r to the arc iut ient .

rh e ’  p r i : r , .e rv  coot r i! ’ it t -  to ‘s e- rh,’ai ( is the c- u(1rt~ of the .1N s t a t i s t i e- .tl cue f f ic ient . . .  \ ‘s~ arid 
. It ‘a e .*tl ’ca t , ’d it ( ‘ it s  to each c’ ’e- f f i c lent , then the’ ,‘ve rhead is 2N b N 2 t’i I N hits per pixel.

Ihe coding ‘t \~ fo r N Ii- is is t c ’ t I os% s .  From (24 ) and ( 2 ’ )  \~ 0 and ~\4~ — It’ . arid it t c ’Ilost~ that
0 

~~~~ 
to .  The eight ‘citput 1.- s e t  c h o ices ‘1 I/ In . I /S . 1:4 , 1/ 2 ,  I, 2. 4 antI S are c h , ’ser t  t~’r and

the loga rith m ic t~~ . t r , t t - .e t I ’,i ru le is

2 - I / It ’  ‘- - S

I’  In t ’ r  V ‘ I i t ’  and \‘ S for V ~ Sn n 0 fl

The’ s a r r i . ’ .eppr.ach i= us,’,) to  c ‘d’. the’ . —

If the saute’ nunibe r it h i t s  is ,illoc at ,-d t i  each o f the S c~(tc ’ ice ’ s , then each c ,re ffic ic -nt is .e llucated ~ bits
and t he re ’s ,ilt i- i, ‘s e’rhead f - ’ r e , ’din~ all t2 s t a t i s t i c a l  c - ’eff icient~ is ( 2 ) ) ~( It’ d. 7S bits per pixel. h ow —
ever , since t h ’  t r.insfo rot tends to c,’ rtc ,- nt r a te  block ener ,v  in the lower index transfo rm coef f ic ients , the
~~ 

obta ined from ( i t )  w ilt tend to d e e ’  ri’ase with inc re e s i i t g  index it. Thus .  for  each index n of \
~ 

there ire
some c hoices more likely to be se lected th.i i others. Fur example. \~ is n ear ly  a lways  4 or S. The intp li~cation is that we can improve on the overhead of 0. 37 ; (‘it $ per pixel for the ~~

‘ stat istica l coef f ic ie nts  liv
using a var iable ‘aord length code. 
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A Fanci co de ‘a as tried that use ’s co de’ word s of I to  7 bits 1-ir liii- ei ght choices - The’ code wi,rds in the
or der if i!c - c - r e - a s i i r ~~~prubabilit~ are  1) , 1 — 0 , 1— 1 . 0 , I — I — I - U , 1 - 1 — 1 — 1 - 0 , 1 — 1 — 1 — 1 — 1 - 0 , 1 - 1 — 1 — 1 - 1 - 1 — 0 , and
I — I — I — I — I — i  — I. Flu ,: ,s t  probable ~ is co ded 0, the second r , u i st  probable’ is coded I — ( I , and so on.
l(,- c - cu $e  t he- e -que - r i ce -  \~ ‘ . .  \~ ten~~s t i  be co rre lated , the’ order of probability fur 

~~ 
was set from 

~n 1
b r  2 . 3 . . . 1t with th e- order fjxe ( i for ‘i~ 

The rul,- used f i r  sc- t t ing t he order ‘if probability is g iven in
Table I. The- 1-is ~e’~ t is - ,-rhi,’ad iih,taj nable w it,h this ~cheirit’ is 0. 12S bits per pixel for all 32 coefficients .
rhere a re - ,the-r methods for quaritizin~ the t4~ that nti ght be’ tried , including differential pulse code modula-
tion on the sequence I i e i\ ’1 . . . lilg,\ 1~,. ‘Inc -cli imiensii ,na i t ransfo rm coding of this sequence , and curve
f it t t  i g to a finite pa rar , let ,-  r model i ,f this sequence: .

(% i t  A ll- icat lon Rule- s fo r  the- l’ rans f’ ,r rrt Coeff ic it.-nts

t he ’  nuxnb~ r of bits f~~, all ‘c cl,’,! t i  code X (n . Ii is de l , -  rmt r i r i t -d  front the bit .tl l icat ion rule. A noninteger
p - s  sible’ t e  gat ive B~ is computed and t hen set t i  the c lo se s t  p is i t iv e  integer or :t-ro:

= fl~T(B J for 13 > 0  and f~ 0 for B 0 (32 )
rt , f n, f it ,1 n , (

The rules app ly to aU X(n , I )  with the exception of n, I 1, 1. As discussed earli,-r , z ( I , I) is e r ro r- f ree
coded using t~ -- 2 log IN * B,~ -~ Bo bits. For the X(n , I), if 

~~~~~ 
= 0, then X(n, 1) = 0 is decoded.

The f irst allocation rule is called here “local bit contro l (LUC) and is used to allocate approximately the
sari ,,’ number if bits to each block. The rule is

, IN N
B = bT~~ 

- (0. 6/ N ’i
L~~ ~~ Iog , ’ ’ 0. 6 log ,~~’ (33)
I- in - I

Note that ~~~~~ e - 13T but , since ~~ = 0 for B0, ~ 0. then 
~~n i will be somewhat greater than 13T’

This rule tends t i  keep the allocations for the blocks about the sa ~~, but results in block distortions that
dif fer from block to block reflecting their stat ist ical variations.

The’ second allocation rule i8 called here “global distortion cont rol ’ (GDC) and is used to maintain approx-
imnately the sante block distortions for each block. This rule is

B~ r 0. 6 log , (~ ,/D) (34 )

Note that -~~~~~ 0. 5~~~ log,~~ - 0. 6N2iog2 D. T he bit allocation will vary between blocks , reflecting the
dif ferences in%lock quantized transform statistics.

Performance Evaluation

Pc rformance Equations

The performance of the a1i~”riLhm is evaluated using a normalized mean square error (MSE) c riterion.
The MSE for the entire image is defined by

MSE ‘~~ DST 36 )
ENGY

where DST is the dist”rtion pcr pixel and ENGY is the energy per pixe l. The distortion per pixel is defined
by

M N  N
DST 

~~

‘ 

~ ~~~~~ 

~~~(b (k , I) - b
r
(k

~ 
i)) 2 (3o )

where r is the block index out of NI total blocks, br(k . i) is the input image, and br(k. i) is the output image.
Since the transfo rm is unitary. DST can be expressed in terms of the transform coefficients by

M N N
DST = —4—— ~ ~~ (z (n, C ) - 

~r~° 
11)2 (3~ )N M r~ lI” 1n=1

T he energy per pixel is defined by

M N N
ENGY ~~ (b (k ,ii - m) ’ (38)

N M r= 1i= t k=l r

where m is the image global sample mean.

9 

.~ . -* - -* i -~~
_-- _ _ _ _ _ _  _______________



-
~~~~

- -‘-
~~~~~

- .  S • . . , S  S . ‘
• • 5  I S B ’ •

M N N
Ut ,

~—4—— ~ ~~ ~~~b (k ,i) (39 )
N~ M r - Ii~ ik - 1 r

Note’ front (3 5 )  amid (38 )  that the- MSE is computed here with the global samp le mean extracted.

rhe bits per pix e_ t h,ct is used to ec - hieve’ th,~ NISE is 11A ~ 13S where 13A is the bits per pixel used to code
the trans f,irnt cueffic i,’nts amid 13s is the’ bits per pixel use d to code the transform statistics. The relation for
BA i 5

M N N
- ~~
“ ~~ 1(r )  (40)

N M  r~~1l In I

In (40), I3~ 1( r ) is the bit a l lo e c t i  ,n fi, r the ii , I t ra i ts  h i ’ r m t t  cot’ ff icieiit of block r . As discussed earlier ,
B I , 1(r) fr 13 ,, bits and all ,t hme r hl~ , e( r ) foll ,ss- front (32 )  and (33)  or (34) .  The’ relation for 13S ~

~~ [bioc~ r bits used to c o le ( i) 2 
~~ 

. . . anti . . . (41)
N~~M r i

Test Results

The ,clc,’ rithnt is tu s t,-d u n  tse ii sate l li te’  weatht ’ r ii i l_ i g e - s and a si te image. Image specif icat ions -c rc ’ given
in Table 2 , and perf i  ‘rmtianc ,~ - c - s t i lts f i r  MSI: c~mnt pa r,-,l with the bits per pixel 11A 13s are presented in
Table’ 3. Se lt’ctec l , r t c i r r e l . r ’c ’’nstr ,,cte’el , and diffe rt ’nce’ images arc - shown in Figs. 2 , 3 , and 4.

T he contribution lii B~ cs the- re-st i l t  o f ccid ing the (n ’) 2 is log ,K/25b bits per pixel, which is 0 . 019 for the
weat her images ( i .e ..  K ~2 , C I. 26 )  end 0.023 for the site’ ‘~ntagc ( i .e .  • K = ô4 , C 1. 22). The con-
tribution t i’  B~ ~ 0. 376 bits per pixel is the re-suIt of coding tlte X’s and ~‘s svithout a variable word length
code . Simulated re’ducti,ins ~~e- re obtaine-d using the Fano code of Table 1. For weather image I, the con-
tribution to 13s was reduced to 0. 286 ; f,ir weat he r  image 2, to 0. 307; antI for the site image , to 0. 277 .
These results are reflected in Table 3.

For a g iven bits per pixel , global distortion control p roy-ides a lower me art square er ror  than local bit
control as t-nay be seen by comparing the first anti second c a s e s  for weather image 2 given in Table 3. A
characterist ic of I’,cal bit cottt t ’ol is that the diffe rence intage will have ‘‘blocking ’’ reflecting the different
distortions on blocks with d if ferent stat ist ics. This effect can he seen in the diffe rence image shown in
Fig. 2 for weather  image 1.

In Figs. 2 , 3, and 4 the reconstructed images are , to the’ eye , rep lications of the originals . Titus , to
accentuate dif ferences between the original and reconstructed images, in amp lified differeitce image is
s hown rep resc’nting 30 1b(k , i) — f ( k , i )~ w ith white c,ir responding I,, higher dif ference titan black. Note tltat
t he diffe rence iirucg,’s in Figs. 3 cit,l 4 have the pepper appearance that indicates the fairly cmifort-n distortion
over the liii c 1,’,- , which is d i e  rae te ris tic of global this to rtion cnnt rol.

Coitciusions

A transform coding algor ithnt has been d eveloped based ott a generalized correlation model of the image
blocks. The algorithm requires coding of the transform coeff icients plus the overhead, which is the bits
per pixel required to code the transform stat ist ics. The- developed algorithm is characterized by a low mean
square error between original and reconstructed images for the hits per pixel allocated to code the transform
coefficients w ithout excessive overhead. Among various possible schemes for coding the transform statis -
tics , an eight-level quantizer followed by a var iable word length code was utilized. For aU tests the re-
constructed intages are ve r y  good, supporting the reasonableness of the product separable model for the
trans form coefficient variat ices . The ntodel for the transform coefficient variances is sufficiently general-
ized so that high frequency image structure’ can be reflected. Computation of the quantized transforit i co-
ef ficient variances prior to coding the tran s fortit coefficients pe rittits control of the bit rat e since the number
of bits allocated to each block is known prior to coding.

Re Ic re-nc,’ s

I, F,- sc he- r, A. G. and Cox , R . V.  , ‘ ‘Att  Adaptive’ Trans f, rmtt Coding Algo rithm, ‘‘ Proc. of the XII —

IEEE Inter national Conference on Communications, ,Tune 1~) 76.
2. 1-lahibi , Ali, ‘‘Survey of Adaptive Image Coding Techniques , ‘‘ IEEE Trans. on Communications,

Vol. Com - 2’ , No. Ii , pp. 1276- 128 3 , November 1977 .

10 

- 
U



S - ‘

.• B

3. DavIdson, L. D., “Rate Distortion Theory and Application, “ IEEE Proc. - Special Issue on Digital
Picture Processing, Vol. ~0, No. 7, pp. 800-808 , July 1972.

4. Ahmed , N., Natarajan. T., and Rao, K. R., ‘Discrete Cosine Transfo rm,” IEEE Trans. on
Computers, Vol. C-23, pp. 90-93. January 1974.

5. Max, J., “Quantizing for Minimum Distortion, ” IRE Trans. on Info rmation Theory, Vol. IT-6 ,
pp. 7-12, March 1960.

SCALAR b(k , è~ 
TRANSFORM I z n i l l Ii x (n , I I i  CODE W ITH BIT STREAM

MAT RIX X Z = U
T

X U r i~t 1 B,~ BITS

~~T STREAMH DECODE 
xt n.
i1~~ ,j z tn iif ~ Nv~~~ ~Ik~

Fig. 1. Basic structure of statistical transform coding.
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ORIGINAl i~~5~}((JIj~ [) ABS (Ditteren ce l x 30
B0 B Bits! Pixel

MSE x 100 023%

8A 1 ~ lb Bits!Pixtl Ft dtr ~luf ii Co,~fticie rrIs

Bs 0 31(4 BilsI(’ ixrI I r,iris toi ni Si~tisIics

‘ Fig. 2. Local bit control for weather image I.
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Table 1. Bit Allocation Rule (or Coding of Statistical Coefficients Using Eano Code

1 t ~ t F~~~~3h ~1 4 bit j s bit J r bit 1 bit 1 ~ bit —- - - - - - - -±-
~

- - - -- - — L—---f ~~~~ - - ---—- -~—--—~~ - - H --- - -t— --~- --
8 4 1 1 I/ I 1/4 i i/ H  l/lt .

L 3e give’ ii~ s 1 8 4 2 8 I 1/ 2 1/4 1/8 i/It ,

T
~n 

given 
~ u i i  4 2 1 4 i/I 8 1/4 1/8 I/ It.

~~~ 
g ive n~~~~~~ I I 1/2 1 1/4 4 I/H 8 1/16

~~~~ 
give’n ’

~u = 1 1/2 1/4 I 1/8 1 I/It. 4 H

~~ 
given 

~~~~ 
1/2 I 1/4 1/8 1/2 1/it . 1 1 4 8

~~~given S5 1 1/4 1/8 1/ 16 1/4 1/1 I 2 4 8

- , ~~~glven 3. 1 = 1/8 1/16 1/8 1/4 If .’ I 2 4 8

~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ 

~ ~J ’  ~~~~ 
H

Table 2. image Specifications

Be) Image No. of Global Samp le Energy per
Bits/Pixel Dimensions Blocks(M) Mean(m) Pixel (ENGY )

Weat her Image I 480 ‘~ 704 132 0 30.76 l’)I.lti
Weat her Image I 480 ~ 704 132 0 16 .88 13.70

Site Image 10 12 611 1024 306.00 71t.’t.

Table 3. Pe rformance Results

I MSE tOO h i t
(“ ~ 

- - 

Rule

Weather Image 1 0 . 1 8 7  0.304 0.4~)I 1.47 GDC
B ) 6 - 0 .827 0.304 1 . 1 3 1  0. 50 GDC

1. 676 0,304 1.87’) 0.13 LBC

Weather Image 1 0. 1St, 0 .326 0, 582 I. t.5 GDC
B - 6 0. JOt. 0.326 0. t.32 1.82 LI3C
° 0.631 0. 32r. 0.’67 0.91 GDC

Site Image 0.215 0.300 0.615 4.63 GDC
B 10 0. 562 0.300 0. Sr I 1.44 GDC
° 2.102 0.30~

j  

1.41)2 0.34 GDC

= Original Bits/Pixel

13A Bitu/Pixel Transform Coefficients

Bs = Bits /Pixel Overhead for Transform Statistics w ith Fano (‘nile

LBC Local Bit Control

GDC ~ Global Distortion Control

A _ _ _  
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